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Abstract— The decision tree is one of the most fundamental T (V>=34) A conpare V, 3.4
programming abstractions. A commonly used type of decision . B. branch to Mif V<34
tree is the alphabetic binary tree, which uses (without loss if (V >= 42) C. conpare V, 42
of generality) “less than” versus "greater than or equal to” D. branch to Kif V<42
tests in order to determine one ofn outcome events. The if (V>=65 E conpare V, 65
process of finding an optimal alphabetic binary tree for a F. branch to | if V<65
known probability distribution on outcome events usually has _ ’ -
the underlying assumption that the cost (time) per decisions P=1 G P=1
uniform and thus independent of the outcome of the decision. el se H go to N
This assumption, however, is incorrect in the case of softwa to P = 2; . P=2
be optimized for a given microprocessor, e.g., in compilingwitch el se J. goto N
statements or in fine-tuning program bottlenecks. The opertion P =3 K P =3
of the microprocessor generally means that the cost for the ore ’ )
likely decision outcome can or will be less — often far less — €l S€ L. go to N
than the less likely decision outcome. Here we formulate a viety P = 4; M P=4
of O(n?)-time O(n?)-space dynamic programming algorithms to N. end

solve such an optimal binary decision tree problem, optiming
for the behavior of processors with predictive branch capaltities,
both static and dynamic. In the static case, we use existingsults
to arrive at entropy-based performance bounds. Solutionsd this
formulation are often faster in practice than “optimal” dec ision

trees as formulated in the literature, and, for small problems, are  cytoff value, v;, we can equivalently compares with bu;,
easily worth the extra complexity in finding the better solufon. replacing the slow division of variable integers with a fast
This can be applied in fast implementation of Huffman coding 2 . . . .
multiplication of a variable and a fixed integer. Depending
. INTRODUCTION on the application, this can be useful evem i£ 1. The only

Consider a problem of assigning grades to tests. These tdaatter that remains is determining the structure of thesigti
might be administered to humans or to objects, but in eithBpe-
case there are graddsthroughn — n being 5 in most The desired tree has a large variety of applications —
academic systems — and the corresponding probabilitiesi¢luding the compilation of switch (case) statements [33]
each gradep(1) throughp(n), can be assumed to be known;— and an optimized decision tree is known as a@ptimal
if unknown, they are assumed to be identical. Each gradeaiphabetic binary tree Often times these decision trees are
determined by taking the actual scorg, dividing it by the hard coded into software for the sake of efficiency, as in
maximum possible scoré, and seeing which of. distinct the high-speed low-memory N&-SHIFT Huffman decoding
fixed intervals of the fornjv;_1,v;) the key (ratio/b lies in, technique introduced in [22] and illustrated using C code in
wherevy = —co andw,, = +o00. This process is repeated forFig. 2 of the same paper. A shorter but similar decision tree
different values ofz andb enough times that it is worthwhile is illustrated in Fig. 1 above by means of C and assembly-like
to consider the fastest manner in which to determine theggeudocode. We discuss this sample tree in Section Il, where
scores. a pictorial representation is given as Fig. 2.

A straightforward manner of assigning scores would be to Algorithms used for finding such trees generally find trees
multiply (or shift) a by a constant (log, k), divide this byb, with minimum expected path length, or, equivalently, mini-
and use lookup tables on the scaled ratio. However, divisionmum expected number of comparisons [5], [11], [15]. We,
a slow step in most CPUs — and not even a native operatibawever, want a tree that results in minimum average run.time
in others — and a lookup table, if large, can take up valuablée general assumption in finding an optimal decision tree is
cache space. The latter problem can be solved by usinghat these goals are identical, that is, that each decisidge
numerical comparisons to determine the score, resulting takes the same amount of time (cost) as any other; this isinote
a binary decision treg(also known as aralphabetic binary in Section 6.2.2 of Knuth'The Art of Computer Programming
treg). In fact, with this decision tree, we can eliminate divisio[18, p. 429]. In exercise 33 of Section 6.2.2, however, it is
altogether; instead of comparing scaled rétig/b with grade conceded that this is not strictly true; in the first edititime

Fig. 1. Steps in a simple decision tree



exercise asks for an algorithm for where there is an inequity
in cost between a fixed cost for a left branch and a fixed cost
for a right branch [16], and, in the second edition, a refeeen

is given to such an algorithm [13]. Such an approach has been
extended to cases where each node has a possibly different,
but still fixed, asymmetry [24].

In practice the asymmetry of branches in a microprocessor
is different in character from any of the aforementioned
formulations. On complex CPUs, such those in the Pentium
family, branches are predicted as taken or untaken ahead
of execution. If the branch is predicted correctly, openati
continues smoothly and the branch itself takes only thevequirig. 2. An optimal branch tree with edge costs for (co ¢1) = (3 1)
alent of one or two other instructions, as instructions that
would have been delayed by waiting for the branch outcome

are instead speculatively executed. However, if the brasichthat a branch should be taken, a taken branch will take fewer
improperly predicted, a penalty for misprediction is imeat, cycles; otherwise, an untaken branch will take fewer cycles
as the results of speculatively executed instructions rbest Thus, if we know ahead of time which branch is more likely
discarded and the processor returned to the state it wasat pand which less likely, we can hard code the more likely branch
to the branch, ready to fetch the correct instruction strf8m to takel+c clock cycles and the less likely branch to takec
In the case of the Pentium 4 processor, a mispredicted brargdck cycles, where represents the time taken by instructions
takes the equivalent of scores of instructions [4]. Thisghgn other than the branch itself, e.g., multiplications, addis,
has only increased with the deeper pipelines of more recegimparisons.
processors. It is similarly easy to code the asymmetric bias of the branch
In this paper, we discuss the construction of alphabetigr implementations of static branch prediction. In static
binary trees that are optimized with respect to the behavigfediction, opcode or branch direction is used to determine
of conditional branches in microprocessors. We introducewghether or not a branch is taken, the most common rule
general dynamic programming approach, one applicable gging that forward conditional branches are presumed taken
such architecture families as: the Intel Pentium archites, and backward conditional branches are presumed not taken [9
which use advanced dynamic branch prediction; the ARMssume, for example, that we want to use a forward branch,
architectures, most instances of which use static braneh pfhich is assumed not to be taken. We thus want the least likely
diction; and Knuth’s MMIX architecture, in which branchoutcome to be that the branch is taken: For example, if it is
instructions explicitly “hint” whether or not the correspding |ess likely than not that the item is less than the branch
branches are assumed taken or untaken [19, p. 20]. The fifgfruction should correspond to “branch if less thafias in
two are not only representative of two styles of branchingjl branches used in Fig. 1.
they are also by far the most popular processor architecturerhijs branching problemapplicable to problems with either
families for 32-bit personal computers and 32-bit embedded true branch prediction or static branch prediction, ers

applications, respectively. Because the approach intediu positive weights:, ande¢; such that the cost of a binary path
here is more general than extant alphabetical and seay@th predictabilityb1bs - - - by, is

dynamic programming methods, the algorithms arising out of i

it are somewhat slower, havin@(n?)-time O(n?)-space per-
Z Cb;
j=1

1

b1(2) = b1 (3) = by(4) =1

1

formance. This generality allows for different costs (rimets)

for different comparisons due to such behaviors as dynamic

branch prediction and the use of conditional instructiotieo whereb; = 0 for a mispredicted result and; = 1 for a

than branches. In the simplest case of static branch piedlict properly predicted result. Such tree paths are often patbpr

entropy-based performance bounds are obtained basedillostrated via longer edges on the corresponding treehab t

known results from related unequal edge-cost problems.pith height corresponds to path cost, e.g., Fig. 2. This tree

should be emphasized that the one-timé:?)-time O(n?)- corresponds to the C code and pseudocode tree discussed

space cost of optimization of these (usually small) prolslenabove. Thus the overall expected cost (time) to minimize is

is dwarfed by even the slightest gain in repeated run-time . 1)

performance. The main contribution is thus a method by which A .

decision trees can be coded on known hardware with minimum T = Zp(z) Z 10

expected execution time. =t

wherep(i) is the probability of theth item,(7) is the number

of comparisons needed, ang(i) is 0 if the result of thejth
Consider Knuth’s pedagogical MMIX architecture [19]branch for itemi is contrary to the prediction andotherwise.

which has a simple rule for branching: If a “hint” indicates More formally,

II. NO PREDICTION AND STATIC PREDICTION



Thus, for example, when = (3 1),

)
Given p=(p(1),...,p(n)), p(i) >0, s[1 31 s 1 31
(i) = 1; x:\/§+\/1—08_\/_§+\/1_08
)

Cp,C1 € R+ such thatCQ > .
find B, a full binary tree so d = logox™! ~ 0.551. Whenec = (2 1), x = 1/¢ so

b, an assignment of costs to the d = log,¢, where¢ is the golden ratiop = (v/5 +1)/2.
edges ofB such that each nonleaf The key to constructing an optimizing algorithm is to note

is connected to one child by an edge that any optimal branching tree must have all its subtrees
with costcy and to the other child optimal; otherwise one could substitute an optimal subfivee
by an edge with cost; a suboptimal subtree, resulting in a strict improvementin t
inimizi n ; i It. The branching problem is thus, to use the terminolog
minimizing T(b) £ 3" 106 . resu i , -
9 T(b) =2 iy p(i) 22550 ¢, (0) of [26], subtree optimalEach tree (and subtree) can be defined

where thejth edge a!ong the_ path_from by its splitting points A splitting point s for the root of the
the root to theith leaf is assigned . . . .
cost ) tree means that all items (grades) afteand includings will

©b; (&) be in the right subtree while all items befosewill be in the

the number of edges of the path

o the ith leaf is/(i). left subtree, as per the convention in [6], [15], [18]. Sitlvere

aren — 1 possible splitting points for the root, if we know all

A sample representation is shown in Fig. 2, labeled with ti%)f[ential optimal subtrees for all pos_sible ranges, thetsp _
values ofb; (). To emphasize the total cost in this pictoriaPO'nt can be found through sequential search of the possible

representation, edges are portrayed with height propetio combinatiqns. The optimal trge is thus foun_d through dyllcami
their cost. The cost (and thus depth) of I8aik, for example, Programming, and this algorithm hai(n®) time complexity
andO(n?) space complexity, in a similar manner to [6].

_ The dynamic programming algorithm is relatively straight-
zj: (3 Cor(3) T ba(3) T B(3) forward. Each possible optimal subtree for iteinhrough
c14 ¢+ co has an associated cos{;,j) and an associated probability
14143 _ 5 p(i,7); at the endp(1,n) = 1 and ¢(1,n) is the expected
' cost (run time) of the optimal tree.

The base case and recurrence relation we use are similar

&1%3 those of [13]. Given unequal branch costsand ¢; and
Rjiobability mass functiomp(-) for 1 throughn,

Table | gives the context for this branching problem amo
other optimal binary tree problems. These other proble
are referred to as in the survey paper [1]. In most proble

formulations, edge cost is fixed, and, where it is not fixed, c(i,i) = 0

edges generally have costs according to their order, ileffa  ¢/(4,5) = minge( jj{cop(i,s —1) +cip(s,j) +

edge has cost, and a right edge has cost. Relaxing this c(iys — 1) +c(s,4)} (1)
edge-order constraint in the unequal-cost alphabeticlenob ~ ¢”(i,j) = minge( jj{cip(i, s — 1)+ cop(s,j) +
results in the branching problem we are now considering. c(i,s — 1) +c(s,5)}

Relaxing the alphabetic constraint from either the origina ¢(i,j) = min{c'(i,5),c"(i,5)}

alphabetic problem or the branching problem leads to KarRi’i;i1 . j .
. o ! . . erep(i,j) = > ;_, p(i) can be calculated on the fly along
nonalphabetic problem; since output items in Karp's pr[Jblewith ¢(i, 7). The last minimization determines which branch

need not be in a given (e.g., alphabetical) order, the U€8ndition to use (e.g., “assume taken” vs. “assume untgken”

optimal for the ordered-edge nonalphabetic problem is alﬁﬁ]ile the minimizing’ value ofs is the spliting point for

optimal for the unordered-edge nonalphabetic problem. that subtree. The branch condition to use — i.e., the bias of
Thus the cost for the optimal tree under Karp’s formulatiof,o pranch — must be coded explicitly or implicitly in the

— also called thdopsided tree problerr— is a lower bound ¢ ¢\ o derived from the tree.

on the cost of the optimal branch tree, whereas the cost éor th ., ,th [15] and Itai [13] begin with similar algorithms, then

optimal tree under Itai's (aIp_habetic) formulation. is arpep  aduce complexity by using the property that the splittininp
bound on the cost of the optimal branch tree. This enables the,, optimal tree for their problems must be between the

use of bounds in [2] — including the lower bound originallyyitting points of the two (possible) optimal subtrees ia&s
formulated in [20] — for the branching problem. Specifically, 1 The branching problem considered here, however, lacks

: . ) . .

if b°"is the optimal branching function, then this property. Considep = (0.3 0.2 0.2 0.3) andc = (3 1),
H(p) H(p) +1 for which optimal trees split either &, as in Fig. 2, or at
— < T < + max {cg, ¢1 } 4, the mirror image of this tree. In contrast, the two largest

subtress, as illustrated in the figure and its mirror imagéh b
where H is the entropy functiorH (p) = — >, p(i)logyp(i) have optimal splitting points &.
andd satisfies2 =40 42741 = 1, If p = ¢q/c; andz is the The optimal tree of Fig. 2 is identical to the optimal tree
sole positive root oft” + z — 1 = 0, thend = —c; 'log,z. returned by ltai's algorithm for order-restricted edge$][1



restriction on edge order and/or cost
restriction on output order Constant edge cost Fixed edge-cost order| Unrestricted edge-cost order
Alphabetic Hu-Tucker [5], [6], [11], [18] Itai [13], [24] branching problem
Nonalphabetic Huffman [12], [17], [27] Karp [3], [7], [14]
TABLE |

TYPES OF DECISION TREE PROBLEMS

C_on_side_r a larger example in which this is r_10t so, the binbmia length Q # of iOdeg?J;ds PIX) = 1] p(i:) 008570759
distributionp = (1 6 15 20 15 6 1)/128 with ¢ = (11 2). 5 2 (2Y) Ple(X)=5 = 0.07142299
If edge order is restricted as in [13], the optimal tree has 6 4 (23)) Ple(X)=6] = 0.06509695
an expected cost of67/64 = 15.109375. If we relax the ! 8 () | Pl(X)=7 = 006216987
icti in th blem under consideration here the S 6 @) FIACX) =8 = 06076807
optimal method has an expected cos8af /64 = 12.984375, 10 64 (26) | Pl(X)=10] = 0.05974408
A practical application of this problem, involving a decisi ig g?g Egg; gﬁgg — g} _ g‘gggﬁé;i
tree, is encountered in implementation of the\EOSHIFT 14| 1024 (29 | Ple(X)=14] = 0.05942890
Huffman decoding technique introduced in [22]. This imple- 151 2048 (2 ) | PI(X)=15] = 0.05041844
mentation of optimal prefix coding is fastest for applicato 16| 4096 (2%) | P[((X) =16] = 0.05941321
o 17 | 8192 (21) | P[¢(X) =17 = 0.05941059
with little memory or small caches. Where theN®SHIFT 18 | 16384 (214) | P[e(X) = 18] = 0.05940928
technique is the preferred technique, we can apply the rdstho 19 | 32748 (2'%) | P¢(X) =19] = 0.05940732
of this section to optimize the method’s decision tree. la th 20 2 Ple(X)=20] = 0.00000262
implementation illustrated in [22], the decision tree ieds TABLE Il

to determine codeword lengths based on 32-bit keys. The
« . " . ISTRIBUTION OF HUFFMAN CODEWORD LENGTHS FORZIPF' S LAW
suggested “optimal search” strategy involves a hard-codedD
decision tree in which branches occur if “greater than oréqu
to” each splitting point; in most static branch schemess thi
would result in “less than” taking fewer cycles than “greate m
than or equal to,” but the tree used in [22] was found assuming
fixed branch costs [25]. Here we show that we can improveWith dynamic branch prediction [9], which in more ad-

. M ORE ADVANCED MODELS

upon this. vanced forms includes branch correlation, branches are pre
Consider the optimal prefix code for random varialile dicted based on the results of prior instances of the same and

drawn from the Zipf distribution witm = 216, that is, different branch instructions. This results in complexqassor
1 behavior. Often several predictors will be used for the same

PX =i = =—— branch instruction instance; the predictor in a given tiera

1251 will be based on the history of that branch instruction ins&a

which is approximately equal to the distribution of thenost and/or other branches. In the problem we are concerned with,
common words in the English language [28, p. 89]. Usinigowever, this does not result in as many complications as
Huffman coding, one can find that this code has codewoothie might expect; the probability of a given branch outcome
lengths,/(X), betweent to 20, with the number of codewords conditional on the branches that precede it is identical to
of each size and the probability that the codeword will be the probability of the branch outcome overall. In the case of

certain size given by Table II. previous branch outcomes for the same search instance —
Consider a decision tree to find codeword lengths witte., those of ancestors in the tree — any given outcome is
an architecture in which comparisons that result in untakennditioned on the same events — i.e., the events that lead

branches tak8 cycles (for both compare and branch), whiléo the branch being considered. In the case of branches for
comparisons that result in taken branches takgcles. This previous items, if items are independent, so are these heanc
asymmetry, similar to that of many ARM architectures, it the case of branches outside of the algorithm, these can
small, but taking advantage of it results in an improved.trealso be assumed to be either fixed given or independent of the
This optimal tree, shown in Fig. 3, takes an averageso$3 current branch.

cycles, while the “optimal search” takes an averagd ®©fi4 Thus, as long as each branch predictor is assigned at
cycles. This 3.1% improvement, although not as large as thmost one of the decision tree branches, prediction can be
previous examples, is still significant due to the impacthef t modeled as a random process. This process will result in each
decision tree on overall algorithm speed. predictor converging to a stationary distribution, whi@nde



Fig. 3. Optimal branch tree for codeword lengths in optimafig coding
of Zipf’'s law

cost function (decision method) used for each branch. An eve
more general version of this could take into account progert

of subtrees other than those already mentioned, but we do not
consider this here.
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